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Abstract— Early work in sensor networks found traditional unicast  broadcast Multi—hop
layered communication architectures too restrictive and poposed ruch | [ ribch | [ nfb
cross-layer optimizations. Recent work in data aggregatio, how- I m I ) -
ever, argues that the complexity of cross-layer optimizatins may [_ruc J[ ribc J|_nf |  Reliable transmission
lead to fragile and unmanageable systems. This has inspirad to
create Rime, a layered communication stack for sensor netwks,
with much tinner layers than traditional architectures. Rime
is designed to simplify the implementation of communicatia
protocols. A preliminary evaluation suggests that Rime maybe
able to significantly reduce the implementation complexityof  rig 1. The current Rime stack. More protocols and layers beypdded.
sensor network protocols with only a small increase in resage
requirements, hinting that a layered stack may be a suitable
communication abstraction even for sensor networks.
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II. RIME

[. INTRODUCTION Rime is organized in layers as shown in Figure 1. The

layers are designed to be extremely simple, both in terms

Early vyork In sensor networks found that tra_\d|.t|onal Iaydereof interface and implementation. Each layer adds its own
communication architectures were too restrictive for een

works [51. Instead. radical | timizati Sheader to outgoing messages. Because Rime layers are simple
networks [5]. Instead, ra Ical cross-layer opimizalivese ;. 4; iq,jal headers are very small; typically a few bytesteac
investigated, where e.g. high-level abstractions wereleémp

ted at a low level [81. R . Kin dat " The thin layers in Rime enable code reuse within the stack.
mented at a low level [8]. Recent work in ata aggregal lon | or example, reliable communication is not implemented in
however, argues that complex cross-layer optimizations

8 single layer but divided into two layers, one that imple-

:jat? aggregatlontleiqt_s to lfr?gne adnd unhq:anflgeqble systemgnts acknowledgments and sequencing, and one that resends
nstead, a more traditional, layered, architecture is pseql messages until the upper layer tells it to stop. We call the

and _found to be_ nearly as efficient as cross-la_lyer aggreg_at,gtter layerstubborn. A stubborn layer is not only used by
architecture. This move towards_ a more trad|t|ona_\l _arCh'tereliabIe protocols but also by protocols that send periodic
ture for Qata} aggregation have inspired us to revisit I"Jd/er?nessages such as neighbor maintenance for routing prstocol
communlcat_lon.abstrac_'uons for_sen_sor net.works._ and repeated transmission of messages in Rime’s network
The co_ntrlpunon of this paper is Rime, a I|ght_we|ght Ia_‘ybreﬂooding layer (nf). Figure 2 shows how a hop-by-hop reliable
communlqe}tlon stack for sensor netwqus. Rime is d'ﬁereahta collection protocol implemented with Rime’s stubborn
from traditional layered network architectures such as ﬂi’(ﬁ’entified best effort broadcast, sibc, and reliable urjoas.
Internet architecture in that the layers in Rime are undgual 1o |owest level primitive in Rime is anonymous best-
thin. Rime draws heavily from communication abstractiaos f ¢+ broadcast, abc. The abc layer provides a 16-bit ciiann
distributed programming [7] where layers of simple abstrag i action but no node addressing; it is added by upperdaye
tions are combined to form powerful high-level abstracsion ¢ jgentified sender best-effort broadcast, ibc, adds desen
The purpose of Rime is to simplify implementation ofgeniity header field and the unicast abstraction, uc, adds a
sensor network protocols and facilitate code reuse. We ha¥@eiver header field.
implemented Rime in Contiki [3] and a preliminary evaluatio  pp, underlying MAC or link layer may chose to implement

suggests that Rime can significantly simplify protocol ie¥pl harts of the Rime stack, such as the abc, ibc, or uc layers, in
mentation with only a small increase in resource requird®en, 5 qware or firmware.

The code footprint of Rime is less than two kilobytes and the
data memory requirements on the order of tens of bytes. A. Shifting the Burden from Applications to the System Core
Rime is designed to be much simpler than existing pro- One of the basic ideas of Rime is to shift the burden, in
posals for modular communication abstractions for senserms of memory footprint, from protocol implementations t
networks [4], [9]; Rime does not allow for a fully modularRime. By making Rime part of Contiki's system core, which
structure where any module can be replaced, but enforces always present in memory, loadable programs are made
strict layering structure where only the lowest layer and ttsmaller. Consequently, the energy consumption for program
application layer can be replaced. loading [2] is reduced.



si bc_received(node_id from { TABLE |
nei ghbor _add_or _update(from signal _strength());

recal cul at e_hops_f rom si nk(); EXISTING IMPLEMENTATION AND REIMPLEMENTATION OF CONTIKI'S

} TREEROUTE DATA COLLECTION ROUTING PROTOCOL
ruc_recei ved(node_id from { ] Existing | With Rime
i f(we_are_the_sink) { Lines of code 439 179
print_to_serial (packet _data); Code footprint (bytes) 2064 772
} else if(we_have_a_route) { Memory footprint (bytes) 180 110
ruc_send(nei ghbor_best (), packet_data); Packet header size (bytes) 8 10

}
}

dat acol | ecti on_process() {

ruc_set up( DATA_CHANNEL) ; The memory footprint does, however, include the memory
si bc_set up( NEI GHBOR_CHANNEL) ;

si bo_send( hel | o_message): footpri_nt o_f the Rime modules. Thg taple showg a significqnt

while(1) { reduction in program size and a slight increase in header siz
o ot et ehoor “beet () sensor _data): One of the extra header bytes for the reimplementation is due

} to the use of explicit acknowledgments. The second extra byt

}

is because the ruc layer uses an entire byte for a singleabit fl
Fig. 2. Hop-by-hop reliable data collection protocol impknted with Rime.

We expect that a header packing mechanism that we plan to
implement will reduce the header size.

Although the reduction in code and memory footprint for
B. Buffer Management the reimplementation of the data collection protocol medul

To reduce memory footprint Rime uses a single buffer fés significant, the tptal code foot_prin_t for the data colieat
both incoming and outgoing packets similar to ulP [1]. LayeProtocol and the Rime modules is slightly larger than that of
that need to queue data, e.g. a stubborn protocol or a MARE existing data collection implementation. In a systeingis

layer, copy the data to dynamically allocated queue buffersRime the footprint of the Rime modules is, however, amodize
over all protocols and applications using Rime. Therefoee w

I1l. PRELIMINARY EVALUATION expect that, overall, Rime will reduce the total memory and
A. Memory Footprint code footprint for systems using Rime.
The code memory footprint of individual Rime modules is IV. CONCLUSIONS

small. The smallest modgle currently_ is ibc, identified sand oy preliminary evaluation suggests that Rime may be able
best-effort broadcast, with a footprint of only 100 bytesy sjgnificantly reduce complexity of sensor network proto-
Stubborn unicast and reliable unicast are the largest witheg jmplementations, with only a small increase in resource
code footprint of 226 bytes. The current total footprint 6fi®  requirements. If these results would continue to hold true

is less than two kilobytes but will increase with more feaur 5 3 more thorough evaluation, this suggests that a layered

Each Rime layer requires between two and four bytes gfack could be a suitable communication abstraction even fo
RAM per connection. The stubborn layers currently need @fjreless sensor networks.

extra 18 bytes of RAM because of the retransmission timer,

which currently requires 16 bytes of state. Much of this is, ACKNOWLEDGMENTS
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